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COMPx270: Randomised and
Advanced Algorithms




Some housekeeping

- A2 due this Friday
- Office Hours (OH) tomorrow, 2:30-3:30pmin J12 402 (+Zoom)
- Preliminary marks for A1 released this evening on Gradescope
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The

A guestion

You have a graph, coming one edge at a time, with possible duplicates,

and no paper to write anything done, only your memory. What is its
average degree?
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The

A guestion (an answer)
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Streaming algorithms: what? (1/3) |
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Streaming algorithms: what? (2/3)
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RANDDHNESS
Streaming algorithms: what? (3/3)
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First example: Majority
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First example: the Misra-Gries algorithm (1/3)
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First example: the Misra-Gries algorithm, alternative view (2/3)
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First example: the Misra-Gries algorithm (3/3)

Theorem 39. The Mi1srRA-GRIES algorithm is a deterministic one-pass
algorithm which, for any given parameter ¢ € (0,1], provides f1,. .., fu of
all element frequencies such that

f,-—emgfjgf,-, j € [n]

with space complexity s = O(log(mn)/¢). (In particular, it can be used
to solve the MAJORITY problem in two passes.)
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Second example: Approximate Counting n
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Second example: Approximate Counting and the Morris Counter
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Second example: the Morris Counter W
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Second example: the Morris Counter (2/3)
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Second example: the Morris Counter (3/3)
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Second example: the Morris Counter, Median-of-Means

The University of Sydney

Theorem 4o0. The medians-of-means version of the MORRIS COUNTER
is a randomised one-pass algorithm which, for any given parameters

e, 0 € (0,1], provides an estimate d of the number d of non-zero elements
of the stream such that

Pr[(1-e)d <d<(1+4e)d]|>1-0
with space complexity

log log m 1

that is, doubly logarithmic in m.
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Did we need to do that?

No-
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Second example: the Morris Counter, careful version (1/3)
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Second example: the Morris Counter, careful version (2/3)
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Second example: the Morris Counter, careful version (3/3)

The University of Sydney

Theorem g41. The “careful” version of MORRIS COUNTER is a ran-
domised one-pass algorithm which, for any given parameters ¢,0 € (0, 1],
provides an estimate d of the number d of non-zero elements of the stream
such that

Prl(1-e)d<d<(1+e)d]| >1-0

with space complexity

s = O(loglogm —b—log% + log %)

that is, doubly logarithmic in m and logarithmic in 1/¢.
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Third example: Distinct Elements
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The

Third example: Distinct Elements, the Tidemark (AMS) algorithm (1/4)
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Third example: Distinct Elements, the Tidemark (AMS) algorithm (2/4)
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The

Third example: Distinct Elements, the Tidemark (AMS) algorithm (3/4)
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The

Third example: Distinct Elements, the Tidemark (AMS) algorithm (4/4)
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Third example: Distinct Elements, the Tidemark (AMS) algorithm (5/4?)

The University of Sydney

Theorem 42. The (median trick version of the) TIDEMARK (AMS)
algorithm is a randomised one-pass algorithm which, for any given
parameter 6 € (0,1], provides an estimate d of the number d of distinct
elements of the stream such that, for some absolute constant C > 0,

Pr{%-dﬁ&\gC'd] >1-0

with space complexity

s = O(logn-log%) :

Page 45



Can we do better?
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The

Third example: Distinct Elements, the BJKST algorithm (1/4)
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The

Third example: Distinct Elements, the BJKST algorithm (2/4)
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The

Third example: Distinct Elements, the BJKST algorithm (4/4)

University of Sydney

Theorem 43. The (median trick version of the) BJKST algorithm is a
randomised one-pass algorithm which, for any given parameters €,0 €
(0,1], provides an estimate d of the number d of distinct elements of the
stream such that, for some absolute constant C > 0,

Prl(1-¢)-d<d<(14e)d|>1-0

with space complexity

s = O((logn + log(l/e);loglogn) —log%) :
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... Can we do better?
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