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Some housekeeping

- A2 still being marked: deepest apologies (my fault)

- A3 (after Simple Extension) due tomorrow

- Don't forget the "participation" assignment (Oct 18)

- Sample exam is out, will be the topic of Week 13

- Feedback welcome: https://forms.office.com/r/DymMcfn47n

- Final exam on Tues, Nov 12 (9am)

https://forms.office.com/r/DymMcfn47n
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A question 

What is this?
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Learning and testing (discrete) probability distributions
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Preliminaries on probability distributions
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Preliminaries on probability distributions
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Preliminaries on probability distributions
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A view of TV distance
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The case of a coin 
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The case of a coin 
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The case of a coin 
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The case of a coin 
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The case of a coin: what about testing? 



The University of Sydney Page 15

The case of a coin: what about testing? 



The University of Sydney Page 16

The case of a coin: what about testing? 
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The case of a coin: what about testing? 
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Beyond coins: k is large
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Learning in TV distance
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Learning in TV distance: first attempt
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Learning in TV distance: second attempt
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Learning in TV distance: third attempt
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Learning in TV distance: third attempt
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Learning in TV distance: second third attempt
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Learning in TV distance: second third attempt
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Testing in TV distance
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Testing in TV distance: identity testing
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Testing in TV distance: identity testing via learning
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Testing in TV distance: uniformity is all you need
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Testing in TV distance: uniformity testing
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Testing in TV distance: uniformity testing
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Testing in TV distance: uniformity testing, key ideas
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Testing in TV distance: uniformity testing, key ideas
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Testing in TV distance: uniformity testing, algorithm
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Testing in TV distance: uniformity testing



The University of Sydney Page 36

Testing in TV distance: uniformity testing



The University of Sydney Page 37

Testing in TV distance: uniformity testing
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Testing in TV distance: uniformity testing
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Testing in TV distance: uniformity testing
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Testing in TV distance: uniformity testing, summary
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Summary
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