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Some housekeeping

- A2 being marked, solutions online

- A3 (after Simple Extension) due next Wednesday

- Don't forget the "participation" assignment (Oct 18)

- Sample exam is out

- Feedback welcome: https://forms.office.com/r/DymMcfn47n

- Final exam on Tues, Nov 12 (9am)

https://forms.office.com/r/DymMcfn47n
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Assignment 2: what was this about?

Consistent Hashing:

David R. Karger, Eric Lehman, Frank Thomson Leighton, Rina Panigrahy, Matthew S. 
Levine, Daniel Lewin. Consistent Hashing and Random Trees: Distributed Caching Protocols 
for Relieving Hot Spots on the World Wide Web. STOC 1997: 654-663
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This week: Linear Programming, and Randomised Rounding
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Linear Programming
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Linear Programming

Example: Max Flow!
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Linear Programming
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Linear Programming

Use them to solve problems either exactly or approximately.
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Integer Linear Programming
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Integer Linear Programming: st-Min-CUT
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Integer Linear Programming: st-Min-CUT
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LP Relaxation: st-Min-CUT
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LP Relaxation: st-Min-CUT
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LP Relaxation: st-Min-CUT
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LP Rounding!
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LP Rounding: st-Min-CUT
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LP Rounding: st-Min-CUT
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LPand ILP in practice

– https://au.mathworks.com/help/optim/ug/linprog.html

– https://au.mathworks.com/help/optim/ug/intlinprog.html

– https://reference.wolfram.com/language/ref/LinearProgramming.html

– https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.linprog.html

– https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.milp.html

– […]

https://au.mathworks.com/help/optim/ug/linprog.html
https://au.mathworks.com/help/optim/ug/intlinprog.html
https://reference.wolfram.com/language/ref/LinearProgramming.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.linprog.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.milp.html
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ILP+LP Relaxation+Rounding: Max-SAT
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Max-SAT: Can we do better?
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Max-SAT: Can we do better?

Theorem. The “best-of-two” approach which runs both the naïve
randomised algorithm and the randomised rounding gives, in
expectation, a 3/4-approximation for Max-SAT.
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Max-SAT: Can we do better?
Theorem. The “best-of-two” approach which
runs both the naïve randomised algorithm and
the randomised rounding gives, in expectation, a
3/4-approximation for Max-SAT.
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Recap
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